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ABSTRACT
In this paper, we present Heimdallr, a dataset that aims
to serve two different purposes. The first purpose is action
recognition and pose estimation, which requires a dataset
of annotated sequences of athlete skeletons. We employed a
crowdsourcing platform where people around the world were
asked to annotate frames and obtained more than 3000 fully
annotated frames for 42 different sequences with a variety of
poses and actions. The second purpose is an improved un-
derstanding of crowdworkers, and for this purpose, we col-
lected over 10000 written feedbacks from 592 crowdworkers.
This is valuable information for crowdsourcing researchers
who explore algorithms for worker quality assessment. In
addition to the complete dataset, we also provide the code
for the application that has been used to collect the data as
an open source software.
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1. INTRODUCTION
There has been an increased interest in analyzing sports

using video and sensors for tracking athletes1 and annotat-
ing a match with key events, e.g., every time an athlete
scores a goal in a match. To better support and main-
tain large quantities of data and different recording systems,
sport analytic systems are created to automatize and sim-
plify the process of event logging and data management.
An automatically created summary of players’ individual
actions at any time during a match or training session, for
example, can support both the trainer and the medical team
1http://www.sloansportsconference.com/?p=5503
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in assessing the player data and helping them to improve
their skills and fitness.
Most current vision-based sport analytic systems, e.g., Ba-

gadus [3], provide large amounts of data that can be used for
many purposes, and both event detection and summariza-
tion have attracted a lot of research. In practice, however,
sports leagues are still relying on manual event logging to
assess individual athlete’s performance using standard, not
obvious events such as a defender loosing control over his
opponent. Semantic information about actions and poses
improves the situational awareness of an analytic system,
which can then be used for an improved automatic-detection
of events. Actions in soccer can be annotated with a well-
known dictionary (e.g., “run” or “kick”), while a player’s
poses can be modeled as a sequence of skeletons with joint
positions. To improve algorithms for both action recogni-
tion and pose detection, we require a ground truth data
set that includes a database of sequences that are anno-
tated with both action and pose. The traditional approach
for annotating this type of data is hiring experts, people
who annotate every skeleton without any errors. However,
this is costly. Doing the job ourselves, on the other hand,
would require weeks or even months even for a single match.
We have therefore built an online training tool and invited
crowdworkers from around the world to use it for annotat-
ing frames. The difficulty of this approach is, of course,
to obtain accurate data from non-experts. Our approach
for solving this problem comprised quality control and re-
peated annotation of the same frame by several crowdwork-
ers, which were then merged.
Here, we provide our dataset, named Heimdallr, which

contains all data that we collected in this way. While we
collected this data for pose detection, it provides also in-
sights into crowdworker behaviour, and crowdsourcing re-
searchers may be interested in the data set to investigate
quality control and worker discard algorithms.
Similar datasets have been published before [4, 5, 7]. The

datasets have similar or larger size in terms of annotated
frames. Nevertheless, these datasets differ in some points:

1. Our dataset is meant to be useful for researchers looking
into pose estimation, but also useful for researchers that
are interested in investigating crowdsourcing itself.

2. We provide not only close-up shots of players, but also
the external calibration of the camera with respect to
the field, as well as x and y positions of the players. This
provides a player-centered collection of views (arbitrary
bounding boxes) from our original panorama view and
saves a lot of manual work.
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Figure 1: The Online Training Tool for collecting
feedback and annotated skeleton for Heimdallr.
From left to right is the action preview window, the
annotation window and the annotation request win-
dow, respectively.

3. All annotated shots that we provide are taken by one
static camera system. This removes the uncertainty about
camera intrinsic parameters, focal length and angle to-
wards the ground, and is likely to help in the verification
of valid poses.

So, although the annotated dataset does not have infinite
size (obviously), we provide images that are acquired under
the same conditions and publish these conditions along with
the dataset.
The rest of the paper is organized as follows: Section 2

presents the dataset collection. Then, we describe the de-
tails of Heimdallr in Section 3. In Section 4, we show an
application of action classification to give an idea what can
be done with Heimdallr. Finally, we draw conclusions in
Section 5.

2. DATA COLLECTION
In this section, we describe the collection process of Heim-

dallr, potentially providing researchers with ideas about the
possibilities to exploit this dataset. We also present the
quality controls that we used during the collection of this
data, which is important for researchers from the crowd-
sourcing community.

2.1 Human Intelligence Task
In order to collect the feedback and annotated data, we

developed an online training tool that asks each worker
to perform a Human Intelligence Task (HIT). Figure 1 shows
a screenshot of the tool. The worker is provided with an
image of a player, cropped from a panorama image to an
initial region-of-interest (ROI) with the player at the center,
and a video centered on the player, which contains the image
and can be watched repeatedly. The worker can define a
bounding box to select a small ROI and upscale the image,
then go through the task of selecting points in the image for
each of 13 joints. A very detailed description of the task,
how many experts, etc., and its complexity, how outliers
have been treated, etc., can be found in [8]. In this dataset
paper, we will only give a brief overview about the most
important aspects.
Source Frames All the video footage of soccer players

used for annotation comes from an earlier archived game
from the Bagadus system [6]. We provided the online train-
ing tool on the web. Workers were asked to annotate soccer

Figure 2: The joint locations used in the crowd-
sourcing task.

players using this tool, with each worker assigned one ran-
dom frame at a time. Randomization was done for two rea-
sons: First, to provide variation for workers, as annotating
frames from the same video sequence can be too repetitive.
Second, to achieve a decent overall average quality for every
shot by evenly distributing results from workers performing
high and low quality work over all frames. This process is
done for every frame of every player for all video sequences,
resulting in tens of thousands of annotated skeletons.
Bounding Box When a worker is presented with an

image to annotate, this is already cropped from a larger
panorama to a square ROI. Still, the worker has the option
of selecting a smaller square bounding box around a soccer
player. If a worker does that, the selection is scaled up,
which may help the worker to annotate the joint locations
with more confidence. Since these bounding boxes were not
relevant for acquiring joint positions, but merely an aid to
the workers, we did not keep the box size. Furthermore, the
workers must also report the number of players present in
the bounding box. This was done to filter out any sequences
which unintentionally showed more than one player.
Skeleton Plotting After the optional bounding box se-

lection, the worker is asked to annotate a skeleton for the
soccer player, consisting of 13 joint locations: head, shoul-
ders, elbows, hands, hips, knees and feets. Typically, re-
searchers use more than 13 joint locations in their research
work [1, 2, 10]. For two reasons, this was not meaningful
in our case: First, our sequences are very long shots, and
our own research challenge was actually aimed at detecting
poses from a very small number of pixels. Second, crowd-
workers must be able to understand the task at hand quickly
and easily in spite of this small number of pixels. Annotat-
ing the neck, for example, would have been infeasible for
this data.
As Figure 1 shows, we provided crowdworkers also with

an easy-to-understand visual clue about the joint that they
were to annotate next, hopefully reducing the effort in task
understanding even further. Figure 2 shows all joint loca-
tions that we requested in our HIT. For the point in the
image that a worker actually selected for a joint position,
we use the term click-point.
Motion Labels Before starting with the annotation of

skeleton points, the worker must determine the type of ac-
tion that is shown in the image. This is done by selec-
tion from a catalogue. Determining the action from a single
frame is impractical, and one of the reasons for providing
a short video sequence including frames before and after
one that is evaluated. The workers’ web browser downloads



Figure 3: Mean difference between the merged crowdsourced joint placements and an expert, measured
as pixels, with maximum and minimum bars. Everything below the acceptance threshold is considered
acceptable, but is only valid for these sequences.
all of these frames from the server (unless they are already
cached) and a video clip is created in JavaScript.

2.2 Quality Assessment
There are two primary aspects and one secondary aspect

to look at when assessing the results of a crowdsourcing
campaign for scientific work [9, 11]. The primary aspects
consists of accuracy and efficiency, and the secondary as-
pect on how the crowdworkers’ perception of the tasks is.
The combination of these factors determines whether us-
ing a crowdsourcing platform is better or worse than to hire
experts. The first and most important aspect is what we de-
fine as accuracy, which compares the precision and similar-
ity between the workers and an expert. Secondly, given the
accuracy provided by the workers, we evaluate the crowd-
sourcing platform as a viable alternative to experts, i.e., if
crowdsourcing is better in terms of Cost and Time. Indi-
rectly affecting accuracy and efficiency results is how the
crowdworkers think about the tasks, as an engaging task is
more likely to be done better.

2.2.1 Accuracy
Testing the accuracy of the workers is best done by com-

paring the click-points against an expert’s. Firstly, three se-
quences was chosen: (i) Sequence S5 with action “run”, (ii)
Sequence S20 with action “side-jump”, and (iii) Sequence
S21 with action “kick”. More details of the dataset organi-
zation will be introduced in Section 3. Secondly, the filtered
and merged set of the workers click-points are used instead
of that from individual workers. This should ensure the best
annotations the workers can collectively provide and is also
more correct, because the joint positions obtained here are
the ones actually used in the annotated database for skeleton
re-projection.
Figure 3 shows the mean difference between the expert’s

and the crowdsourcers’ joint placements for the three se-
quences S5, S20 and S21. The y-axis displays the mean
Euclidean distance, with maximum and minimum bars. The

mean is computed for the non-obscured click-points in a se-
quence for a particular limb (which can be seen with Hand-
Left in sequence S20, which is zero because all click-points
for this limb are obscured). Additionally, an acceptance
threshold is also present to define what would be an accept-
able accuracy, with anything above this line being unaccept-
able. The threshold is set to three pixels, a value determined
by inspecting the video sequences’ individual images and
measure the area under which a click-point can be consid-
ered correct.
Overall, the mean accuracy of the workers is rather good

and a lot better than anticipated. A small variance be-
tween the expert and the workers is expected, and every-
thing below three pixels is considered correct. The results
are also highly dependent on the level difficulty of annotat-
ing a player, with “side-jump” (S20) being the simplest as
the player is always facing the camera with all limbs clearly
visible and indistinguishable. When limbs are harder to tell
apart, the maximum distance increases. The most notable
example is S5’s feet, which suffers from a mix-up of which
one is left and which one is right, causing a large difference
between the workers and expert. Actually, most of the max-
imum error distances measured are from either disagreement
between the workers themselves or hard to determine joint
locations. For example, in Figure 4, the workers disagree
on the exact location of the right leg, making the merged
joint location more of a random guess rather than an actual
estimate. On the other hand, the minimum shows that it
is possible to have great accuracy, if not even better than
what the expert plotted, as shown in Figure 5.
To summarize, the accuracy of the crowdworkers are rather

decent compared to an expert. Most notably is the left-right
annotation ambiguity that makes the distances from the ex-
perts far too large and would greatly increase the overall
accuracy for all joints and sequences if it was not the case.
With the total mean deviance from expert being 2.66 pixels
for the three sequences makes it barely adequate enough to
attempt using it in pose estimation.



Figure 4: Workers
attempt at plotting an
ambiguous right leg
(more precisely the
hip) with the individ-
ual click-points marked
with orange points.

Figure 5: Skeleton ob-
tained after Majority
Vote Filtering, with
blue points marking
joints and red lines
marking connecting
limbs.

Table 1: Comparison between a crowdworker and
an expert. Images are for the 1898 frames in the
database and an image for what can be done during
an hour. Day and completion estimates are based
on eighth hour work days, with the results being
approximate.

Worker Expert
USD/hr 2.20 25− 128
USD/image 0.13 0.50− 2.56
images/hr 1− 48 50
images/day 1− 384 400
Completion Estimate hrs 1898− 40 38
Completion Estimate days 1898− 6 5

2.2.2 Efficiency
To determine if a crowdsourcing platform is a viable al-

ternative to experts for annotating skeletons depends not
only on accuracy, but also efficiency. We define efficiency as
being both faster and less expensive compared to an expert.
Time For reference, an expert can annotate 30 to 60 im-

ages per hour (depending on difficulty) with an average of
about 50 images per hour. In addition, an expert is ex-
pected to get paid 25 USD to 128 USD per hour. This
section evaluates the crowdworkers performance in both of
these categories.
In our crowdsourcing campaign, a worker is paid 1.10 USD

per task, with each task consisting of 24 images and an ex-
pected completion within 30 or 40 minutes. A summary is
given in Table 1 which shows how a single worker or expert is
estimated to perform. The table also includes an estimation
of how much time a single worker or expert would need to
completely annotate all the frames in the campaign, called
completion estimate.
An expert can manage to annotate 400 images in the

course of an 8 hour work day. While this number is sig-
nificantly larger than a single worker average of about 192,
it does not represent the actual images per day correctly.
One of the key components in using crowdworkers is that
they are a crowd of people ready to solve problems. Fig-
ure 6 shows the number of images annotated per day since
the start of the campaign, with the crowdworkers greatly
outperforming the expert in terms of annotated images, but

Figure 6: Images annotated by crowdworkers per
day since start of the campaign.

not by that much. Because every image is annotated sev-
eral times results in the actual annotated images per day are
only a fraction of the actual count. In our case, it would be
only one-fifth of the actual count, as each image is tasked
an average of five times. Even then, though, they still ex-
ceeds the expert performance. Righteously, more experts
can be hired, but they are far more difficult to hire, making
the crowdsourcing platform both faster and easier to get the
images annotated compared to experts.
Cost Despite the large number of annotated images per

day and low time consumption for the crowdworkers, they
are actually a rather cheap workforce. With a total of
1937 solved tasks and 1267 accepted tasks in the campaign,
and a total campaign cost of 1393.70 USD, means that
it is costing only slightly more than the cheapest expert
(25 USD∗(1989/50) = 950 USD). This makes crowdsourcing
a good alternative, especially considering the most expen-
sive expert coming closer to 4900 USD in salary. And, if not
for the cost, at least for the completion time.

2.2.3 Worker Feedback
Feedback from the crowdworkers are indirectly tied to the

resulting accuracy and efficiency for the annotated skeletons,
as worker who enjoy or like the task are more likely to form
proper work. Based on the workers who provided feedback,
there is apparently a great interest in our campaign: The
workers found the task to be original, interesting and even
calling it “a game". Moreover, the workers understood the
concept of using low resolution and noisy images, but they
would still prefer higher resolution to make annotation eas-
ier and less ambiguous. In short, the crowdworkers are more
than happy to annotate skeletons, making it possible to con-
tinue use of a crowdsourcing platform for this type of tasks.

3. DATASET DETAILS
Heimdallr contains 42 video sequences, over 3000 fully

annotated frames and over 10.000 crowdsourced feedbacks.
Among these 42 sequences, 27 of them were also annotated
by experts (see Table 2 for the list of these sequences). The
complete dataset is released as a mysql database, the se-
quences as images and several scripts that help to sort, clean
up and parse data. The database consists of four main ta-
bles that contain the data and some additional views. The
SQL queries for the views are released as part of the dataset.
The main tables are trainingdata, crowdworker, feedback and
goldLog (see Figure 7).



Table 2: The list of sequences annotated by both experts and crowdsourced workers.
Sequence Motion Frames Sequence Motion Frames Sequence Motion Frames

S0 run 36 S9 run 115 S18 run 44
S1 run 154 S10 walk 66 S19 kick 18
S2 sprint 57 S11 run 48 S20 side-jump 32
S3 walk-backwards 60 S12 walk 163 S21 kick 25
S4 walk-backwards 88 S13 side-jump 47 S22 run 54
S5 run 56 S14 run 63 S23 kick 30
S6 sprint 49 S15 run 90 S24 run-backwards 51
S7 walk 168 S16 walk 131 S25 run-backwards 46
S8 sprint 52 S17 side-jump 29 S26 walk 126

Figure 7: ER model of tables used in Heimdallr.

Table trainingdata contains the workers feedback for
each image for all sequences. It consists of sessionID, used
by the system to group different tables together, also in-
dicate the session for training; timecode which is the time-
code the frame is at in the video; frame name (generated
from DataGenerator); frameX position of upper left cor-
ner of this frame section (which is part of a full raster im-
age), i.e., where the image starts given the timecode and
full-raster frame; frameY same as frameX, but for Y (co-
ordinates starts in upper left corner). All coordinates are
stored as relative coordinates. The dataset contains scripts
for translating these in coordinates that can be used by ev-
eryone; width and height of the frame; players how many
players are present in the image; control used to indicate
a gold sample image; processed indicate if and how many
times this image has been trained; motion which contains
the action class; and sequenceNo that provides the sequence
number (generated from DataGenerator). Further, the table
contains bounding box pointers where 1 is the start (upper
left corner), 2 is the end (bottom right corner). Finally, it
contains the position data for all joints. The exact positions
are stored as<location>_<(l)eft|(r)ight><x|y>. Pos-
sible locations are h for head; s for shoulder; e for elbow; n
for hand; l for leg; k for knee; and f for foot.
The crowdworker table contains every important infor-

mation about the crowdsourcing workers: username con-
tains the name of the worker for the crowdsourcing plat-
form. goldErrors contains the numbers of gold errors by
this worker. The startTime and endTime contains the time
that the worker needed to fulfill the task. Realname contains
the real name of the worker, and credit contains information

about if the worker wanted to be credited for her contribu-
tion or not.
The feedback table contains all feedbacks that we got

from the workers. This might be interesting for researchers
that want to use the dataset for crowdsourcing related re-
search.
Finally, the goldLog table contains all the data collected

by a trusted expert, and has the same information as the
trainingdata table. This can be used as gold standard to
compare the output of the crowdsourcing workers (as dis-
cussed in the quality assessment) or for control algorithms.
We used it to decide if we want to use submitted data or not
for further experiments like for example pose estimation.
The complete dataset containing all data and code re-

quired to use it plus a detailed documentation can be down-
loaded at goo.gl/lkHouo. Furthermore, we also provide the
complete code for the crowdsourcing online training tool at
bitbucket.org/mpg_code/bagadus-humanactionretrieval as
an open source software.

4. APPLICATION OF THE DATASET
In this section, we present a conducted experiment ex-

ploiting Heimdallr: Action classification. The action classi-
fication algorithm is designed as a pipeline which is shown
in Figure 8. The pipeline requires that the query sequence is
normalized and has its optical flow vectors computed. Then,
the annotated in Heimdallr is used to reproject skeletons
into query sequences. The rest of the pipeline starts with
taking the input flow vectors and transforming them into
a matrix format. It then uses the transformed matrices to
obtain frame-to-frame similarity of all frame combinations

goo.gl/lkHouo
bitbucket.org/mpg_code/bagadus-humanactionretrieval


Figure 8: The complete pipeline for action clas-
sification and skeleton reprojection, with data in
white, CPU stages in blue and GPU stages in green.
The prerequisites are also included in here, which
consists of the Sequence Extraction and Optical Flow
Computation stages.

Table 3: Summarized classification accuracy for dif-
ferent kernel sizes and sigma values.

N\σ 0.0 0.2 0.5
9 76% 70% 70%

13 76% 72% 72%
15 74% 72% 70%
21 78% 72% 70%

and a kernel is then applied to get the temporal information
encoded into the similarity. Based on a Nearest Neighbor
algorithm, the highest scoring sequence is found and is used
to obtain the action label and pose for the query sequence.
To determine the accuracy of the classifier presented in

this section, we exploited all the 42 sequences in Heimdallr.
We ran the classifier with a combination of kernel sizes sigma
values. Table 3 displays an approximately accuracy mea-
sure, calculated from true_positives/total_elements, ob-
tained from the different kernel configurations. With this
approach, 78% of all sequences were correctly classified and
up to pixel-perfect poses were estimated (i.e., reprojected).
This result can be considered as a baseline for other ap-
proaches that will exploit Heimdallr.

5. CONCLUSION
We presented Heimdallr, a dataset that can be useful for

two different fields of research: crowdsourcing and computer
vision. The dataset allows to address tasks such as action
classification, worker discarding, worker quality estimation
and pose estimation, etc. We presented how to collect anno-
tations of soccer players, by building an online training tool
that can register and store user inputs. A quality assess-

ment was carefully performed, showing that with the total
mean deviance from expert being 2.66 pixels makes Heim-
dallr barely adequate enough to be used in pose estimation
or action classification. With tens of thousands of feedback,
crowdsourcing researchers can exploit Heimdallr to develop
algorithms for assessing worker quality. The application that
was used to collect the data is provided as an open source
software.
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