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Why caching (pre-fetching)?
Mobile video delivery network Video demand

Two phases:
 Placement phase (e.g., 6am): populate 

caches
 Delivery phase (e.g. 9pm): deliver video 

content upon request

Address two problems:

⇒ Stress on service provider’s networks

⇒ High temporal traffic variability
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Ideal caching case
– Some theoretical bounds

Base Station Trans. Rate
 No caching

 Caching, No Coding

 Coded Caching

Local caching gain

Global caching gain
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Assumptions (Limitations):
 Same video file size
 Same cache capacity
 One user only accesses to one cache
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Practical DASH cache problem
Practical issues:
 Multiple versions for a video
 Different d-R-D behavior
 Different edge serer cache capacity
 One user can access to multiple caches

Problem description:
 Given :

 Representation set of source video files
 File popularity distribution
 Network topology
 Edge sever cache capacity
 Download delay requirement of users

 How to place representations in edge severs → 
total system utility maximizedBackhaul link << Local link
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Simple case 
– One user to one edge sever

Simple strategy:
 For each edge sever, cache as many most 

popular video files as possible

Trivial Case

If assume:
 Each video file has the same size
 No R-D consideration
 No multiple representations for each video file
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Nontrivial case 
– One user to multi-edge severs

Dense edge sever deployment

Basic assumption (Limitations):
 Each video file has the same size
 No R-D consideration
 No multiple representations for each video file

Solved for Optimal placement:
Uncoded case
Coded case
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Practical DASH cache problem
Contributions:
 DASH streaming 

→ each video file has multiple representations 
with different bitrate (file sizes)
 not only concerned about which video file 

should be cached at which edge sever
 also want to know which representation 

should be selected to cache

 R-D model for different video content 
→ for the same bitrate (file size) of different 
video contents, the delay and distortion are 
different
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Why R-D behavior is important? 

Motivating  Example:
 The simplest one cache to one user topology
 3 videos, each with one representation and the same video quality (same distortion)
 Popularity based caching strategy without R-D consideration:

 Only f1 cached → 50% of user requirement
 A better strategy:

 Cache f1 and f3 → 70% of user requirement
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Why DASH benefits?
Motivating  Example:
 Best  Cache Strategy: f1 and f2

DASH Streaming (2 representations):
 Best  Cache Strategy: f1,1 , f2,2 and f3,2
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Uncoded caching placement
- Criterion of the user reception

User u requests video f，
initialize m = 0

fm is found in S(u)？

Download fm from edge server 
providing largest link capacity

Yes

No

Let m=m+1

m=M？

Download fM from the 
base station

Yes

 : the set of M
representations of video f in a decreasing order 
of encoding bitrate;

 : user u’s neighborhood of edge servers, 
sorted in a decreasing order of download link 
capacity;

 Indicator variable:

 Distortion reduction:
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Uncoded caching placement
- Optimization problem formulation

 F: number of video files; Pu,f: video request probability; U: number of users;
 S: number of edge severs; Bs: cache capacity of sedge sever s;
 M: number of representations for each video;
 Rfm: bitrate for representation m of video file f;
 T: time duration of a video representation;
 Decision variable:

Average distortion reduction:

• ILP problem, NP hard
• Could be solved in polynomial time if 
converted to submodular maximization
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Submodularity
 Finite ground set V = {1,2,…,n}
 Set function G: 2V → R is submodular iff for any sets A    B, v∉B

G(A ∪ {v}) – G(A) ≥ G(B ∪ {v}) – G(B)

 Submodular minimization admits polynomial time algorithms
 Lovász extension, reduced to convex minimization 

 Submodular maximization → NP hard
 Constant factor approximation algorithm

v
B A

v

+

+

Large improvement

Small improvement

Diminishing return:
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DASH Caching-
Submodular function maximization
 Define the finite ground set:

 The equivalent objective set function:

 The cache storage capacity constraint:

Monotone submodular set function

Knapsack constraints
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Cost-benefit greedy algorithm
 Maximizing a submodular set function subject to S knapsack constraints, each of 

which takes effect on a subset of the ground set 

 It is proved by [3] that for the special case of one knapsack constraint over the finite
ground set, the cost-benefit greedy algorithm that enumerates all initial sets with
cardinality 3 can achieve 1-1/e approximation of the optimal solution.

[3] M. Sviridenko, “A note on maximizing a submodular set function subject to a knapsack constraint,”
Operations Research Letters, vol. 32, no. 1, pp. 41–43, 2004.



16

EPFL – Signal Processing Laboratory (LTS4)
http://lts4.epfl.ch

Cost-benefit greedy algorithm – cont’d
 Maximizing a submodular set function 

subject to a set of S knapsack constraints:

 k: the cardinality of the initial set
 k increases
 approximation performance 

improves
 running time also increases
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 An illustrative network:
S=3 edge servers, U=20 mobile users

 Video sources: 
F=3 videos, each has M=3 representations, Zipf distribution

Experiment settings
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Performance comparisons

0.75 – approx.
0.86 – approx.
0.96 – approx.
0.99 – approx.
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Placement strategy

Dependent on 
video contents
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 Network topology: S=16/20/25 edge servers, U=300 mobile users

 Video sources: F=10 videos, each has M=3 representations

Experiments on larger settings
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Conclusions
 A distributed wireless video caching placement problem for dynamic 

adaptive streaming
 Based on content information, R-D perspective 

 Submodular maximization with approximation algorithm
 Polynomial time complexity, theoretical approximation guarantee

 Future work:
 Take into account more QoE metrics (e.g., startup delay, video quality 

variation)
 Coded caching placement and delivery strategy
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